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® Existing works rely heavily on a fixed syntactic parse tree
structure from an external parser.

® |n addition, the information content extracted for aggregation
Is determined simply by the (syntactic) edge direction or type
but irrespective of what semantics the vertices have, which is
somewhat rigid.
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She wants to  call her pregnant daughterto  see |f she has dehuered

Figure 1: An example sentence of event type Life: Be-Born.
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Figure 2: Modular structures of GCN-based ED methods,
where the solid arrows denote the forward pass of informa-
tion, and the dashed arrows denotes the backpropagation of
gradients.
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Figure 3: Model architecture. After the input layer, the initial vector representation of input sentence 1s fed into two modules: one
1s the adaptive graph generator that outputs a discrete graph structure based on Deep Biaffine Attention and Gumbel-Softmax
sampling; the other is the text encoder implemented by a BILSTM network that generates node embeddings (or equivalently,
the contextualized embeddings of words). In turn, both the graph structure and the node embeddings flow into the proposed
GMC-GCN module for aggregating information from one-hop neighborhoods. Finally, the updated representations are used for
event classification as sequence labeling.
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Deep biaffine attention for PHS matrix

Input i Adaptive Graph Probablistic Head- Ditrentiable Sampling

selection Matrix

: G L .
gkl sl Next, two multi-layer perceptrons(MLPs) are used to ob-
-@®_ uﬂu;;' |57 “ tain the representations of word w; being the head or the
r | . i ion:
S H dependent in any dependency relation
@ e i AR AR
i . hj*! = MLP7(r;) (1)
T n@ 0 0O
L (ﬁ > Eij) - @ hi® = MLPP (p.) | (2)
i Event
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I}cad archd—eﬂ + (Hhe;%—r Ve (3)
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exp (si,;)
2 k=1 Lkl €XP (i)

Pij = (4)

where Ij;. ;) € {0, 1} is an indicator function that equals 1
only if & # i and p; ; represents the probability of word w;
being the head of word w;.
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ST-Gumbel-Softmax trick for sparse-graph sampling

a; = one-hot (a.rg max[log pi k. + i k] (5)
ki
lgi,g = — log(—log(ui,k)) and u; x ~ Uniform(0, 1)
A exp((log »; 1 + gi T
Qip = _ p(( g Pik gi,-‘cﬁ)/ ) (6)

k=1 L[kt 2£d) exp((log pi k' + gi k) /T)

Vanilla GCN for event detection

0 if 7 = j (self-loop)

Yig = ’}’(wi,Wj) = { 1 if (wi,Wj) e €& (Hlﬂl‘lg) (7)
2 if (wj, w;) € € (rev)

hi™ = f( ) IC,,(hy) (8)
(wi,wj)eE*
IC.(h;) = W h; + b, (9)
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Gated-Multi-Channel GCN
o; ; = softmax (hi UZ+h;+ (h; ®h;) M} + b’h.::)
(10)
where «; ; € RC represents the attentlon
over the C information channels, U1 U2 Rd’@"d
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c
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Event Classification

yi = softmax (W, ,h:"" + b,) (14)

where y; € R?Vet1 and N, denotes the number of event
types.
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Model P R F1

GCN-ED (Nguyen and Grishman 2018) 77.9 68.8 73.1
JMEE (Liu, Luo, and Huang 2018) 76.3 T71.3 T73.7
MOGANED (Yan et al. 2019) 795 723 75.7
EE-GCN (Cui et al. 2020) 76.7 8.6 77.6
DMBERT (Wang et al. 2019) 77.9 725 75.1
SS-VQ-VAE (Huang and Ji 2020) 75.7 77.8 76.7
GatedGCN (Lai, Nguyen, and Nguyen 2020) 78.8 76.3 77.6
EKD (Tong et al. 2020) 79.1 78.0 78.6
Our AGGED Method 77.8 822 79.9

Table 1: Performance comparison with existing event detec-

tion methods.
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Model P R F1

Full AGGED Model 77.8 822 799 P R F
-MC 779 81.0 794 wi_tll@m_b@in 757 803 779
ﬁ 77.5 80.0 78.7 with burn-in 77.8 822 799
~MC &1 77.8 80.3 790 B
—A_G 76.8 799 78.3 Table 3: Performance of our method with or without the

burn-in phase for the adaptive graph generation module
Table 2: Ablation study on ACE test set.
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Figure 4: Event dection performance with respect to the
number of information channels
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Sentence Prediction Ground-Truth

Mirjana Markovic, the power behind the scenes during Milosevic’s 13-
Dependency Parser  year reign, is accused of illegally providing their grandson’s nanny with X None
a state-owned luxury apartment in Belgrade in 2000.
Mirjana Markovic, the power behind the scenes during Milosevic’s 13-
Adaptive Generator  year reign, is accused of illegally providing their grandson’s nanny with  + Transfer-Ownership
a state-owned luxury apartment in Belgrade in 2000.

Transfer-Ownership

Table 4: A case study of the graph structures from the dependency parser and the adaptive graph generator, where the trigger
word “providing” 1s marked in red color, and its adjacent words in the graph structures are marked in blue color.



@) Chongejing Lhiversity szngle iaed

~ of Technology Aificial Intelligence

Thank you!

gesIs

Leibniz-Institut
fiir Sozialwissenschaften




